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Abstract

In recent years, report points out that the customer churn
in banking sector have seen a spike. Churn can be found
in various categories. It’s a known fact that the cost of
customer acquisition is far greater than cost of customer
retention. The aim of this paper is to investigate machine
learning based techniques for churn by predicting the
results in best accuracy. To capture the various pieces of
information like data cleaning, different variable
identification, missing value, analyse the data validation
and data visualization on a given set of data set using
dataset analyzer supervised machine learning technique
denoted as SMLT. Here we propose the best accuracy, by
comparing the various machine learning algorithm on a
specific dataset like the credit card dataset we have taken
as a sample. We do the evaluation classification report,
identify the confusion matrix and do the categorizing data
from priority and the result shows that the effectiveness
of the proposed machine learning algorithm technique.
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INTRODUCTION

Machine learning (Fig.1) is a concept used to predict
the upcoming future from past data. In the field of
artificial intelligence (AI), Machine learning (ML) (Shai
and Shai, 2014) enables to learn the system. New
developments have happened in computer
programmes using machine learning when new data
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is exposed.  Python is used to develop a new machine-
learning algorithm. Machine Learning is the process
of training the given data and predicting the given
data by feeding them into the algorithm and in turn
they produce the new test data. Supervised learning
concept, unsupervised learning method and
reinforcement learning concept are the different
categories of machine learning.

Supervised machine learning is mainly used to train
data and also predict the outcomes by providing
labelled datasets as input to train algorithms. This
supervised learning process mainly helps in many
practical issues like in our mail account it segregate
the incoming mails into the spam folder (Dada et al.
2019; Divya and Kumaresan 2014) and in primary as
good mails.

Like supervised machine learning technique, this
unsupervised learning is also a machine learning
technique where these are not supervised by using
training dataset. To find useful insights from data and
like a human perform activities using their own
experience like artificial intelligence. This
unsupervised machine learning applies to
uncategorized and unlabelled data to get a good result.

Like supervised and unsupervised machine learning,
the next one is reinforcement learning noted as RL.
People try to ought an action on the environment to
maximize the result. Nowadays Data scientists
implement many algorithms to find out the patterns
using languages like python.

For the prediction of the given set of data into different
classes, we are using classification. We denote classes
as targets for some cases and labels or categories for
some cases. For mapping function from the set of inputs
denoted as X and Y respectively, we can form
classification predictive modeling (Oleksandr et al
2020). Classification is a supervised learning method
under machine learning and statistical analysis.
Through this classification, new observations are
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derived from the data given as input to the computer
programs. The test data may contain bi-class like
female or male differentiation and sometimes spam or
not. Similarly, they may be multi-class variables also
available.  The techniques like human handwriting
recognition (Preetha et al,  2020), document
classification (Kamran et al, 2019), human biometric
identification (Besbes et al, 2008) (Kazi et al, 2012)
speech recognition are good examples of classification
techniques.

Churn is the significant problem in the business sector.
The churn rate have been increased at a faster rate and
it is the responsibility of banking department to control
and reduce the churn rate. Churn prediction and
customer identification are the major problems to the
banking sector as there are tremendous amount of
churn data that exist. There is a need of technology
through which the case solving could be faster. The
problem made us to go for a research is how can solve
a churn case made easier. Through many
documentation and cases, it came out that machine
learning and data science can make the work easier
and faster.

RELATED WORK

In the present competitive market of telecom domain,
churn prediction is a significant issue of the Customer
Relationship Management (CRM) to retain valuable
customers by identifying a similar groups of customers
and providing competitive offers/services to the
respective groups. Irfan Ullah et al.(2019) proposed
customer churn model for data analysis. In this study,
a customer churn model (Irfan et al, 2019) is provided
for data analytics and validated through standard
evaluation metrics. Finally, they provided guidelines
on customer retention for decision-makers of the
telecom companies. The study can be further extended
to explore the changing behavior patterns of churn
customers by applying Artificial Intelligence
techniques for predictions and trend analysis.

Zhang et al.(2020) mainly focused on a new interesting
intra operator customer churn problem that some
customers switch their telecommunications services
from 4G to 3G/2G. In order to achieve profit
maximizing classification, in which the effect of
individual variances among customers in terms of their

Fig. 1. Process of Machine Learning

Fig. 2.  Proposed architecture
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monthly fee is considered, they set classification
threshold for each customer and make optimal
decision each time. Then their assign 4G customers
switching scores to reflect their current switching
likelihood. Through establishing a GBDT-Gradient
Boosting Decision Tree- based regression model, they
demonstrate the predictability of switching behaviors
of 4G customers, which lay a foundation to design
evaluation test for 4G service plans. Their proposed
framework solve this intra-operator customer churn
problem well, and provides insight into the reasonable
design of 4G service plans.

Eunjo Lee et al.(2020) proposed a churn analysis. The
purpose of churn analysis is to prevent losses caused
by user churn. Consequently, churn prediction is
required to not only improve prediction accuracy but
also maximize expected benefits. There are three main
features of their proposed method (Divya and
Kumaresan, 2014). First, they define churn via
analyzing the access patterns of users. Second, long
term loyal customers with a high benefit are identified
and used for churn prediction. After that they calculate
the expected profit per user via cost-benefit analysis
and optimize the prediction model. Finally, they
consider that the profit estimation method they used
will be necessary for other researchers to analyze user
churn in online game services. However, there is still
the limitation that sufficient verification has not been
achieved in practice. They plan to verify and improve
the proposed method in subsequent studies rigorously.

In their paper (Eunjo et al, 2019) they propose a
competition framework. For this, game data was
collected to do mining using commercial game log data.
Between the prediction window and the training data,
there was a long time span provided by the researchers
which result in the minimum time required to execute
the churn prevention methods. Second, test sets
include a change of business model to drive concept
drift issue. Third, they provided only log data of loyal
users for the competition. According to our
experiments, they tend to be more difficult to predict
churn than others, however they are more valuable in
business.

Ahni et al.,(2020) proposed comparing the churn
prediction analysis techniques using log data. In the
field of  insurance, games, and management similarly,
like in the fields of Internet services Churn analysis is
used. Churn Prediction Models of this paper used deep
learning for churn prediction with data timestamps in
the order of seconds or with vast amounts of customer
log data in total. In such case, feature engineering
techniques for processing logs have a significant effect
on model performance enhancement. Also the deep
learning model can learn customer’s behavioral
patterns from vast amount of data by layerwise stacked

neurons structure. Therefore, given minute timestamps
and abundant observations, applying this data to deep
learning algorithms for the generation of latent features
is expected to produce better performance than
conventional churn prediction models.

Prasad Babu Gowd  and Robinson Joel (2018) proposed
a system that converts the buyer’s reviews in the form
of voice format into text format. This conversion
happened to base on the speech recognition module.
The customer’s reviews are stored in the cloud and fed
into the sentimental analysis domain to get neutral
reviews, positive reviews and negative reviews. These
all reviews help the customers to find and take
decisions to go for the product. The author proposed
mainly a voice or speech-based model to collect the
speech reviews or feedback and its data are fed into a
mining algorithm. The author assigned machine
learning to find out the value or weightage of each
and every word.

Sasikala (2020) proposed a new methodology named
DLMNN abbreviated as a Deep Learning Modified

Fig. 3. Data Preprocessing model

Neural Network, a sentiment analysis of online
products customer’s reviews. Also, the author
proposed the Improved Adaptive Neuro-Fuzzy
Inference System denoted as IANFIS methodology on
the online products to be predicted.  The author
analyzed performances of both methodologies and got
a good result. These Deep Learning Modified Neural
Networks are proposed on the scenarios such as
Content-based, Grade based, and Collaboration based
of the customer’s review analysis.
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Singla et al. (2017) mainly focus on the different features
of the mobile phones available on e-commerce websites
and their reviews. The authors collect both the
customer’s review data and the manufacture’s view
on the product as the dataset. The authors conduct the
sentiment analysis on the three mobile brands namely
Samsung, Apple and BLU.

Proposed Work (Fig. 2)

The proposed model have the capability to identify
the churn customers early. It finds the reasons behind
churn to avoid loss of customers and provides
measures to retain them. To handle this limitation,
multiple algorithms are used and the best classifier
model is selected for retention. It can support
companies to identify, predict and retain churning
customers, help in decision making and CRM. We used
a number of machine learning algorithms for churn
and non-churn classification on a large dataset of the
banking sector. We observed that the Random Forest
(RF) algorithm produced better accuracy of 96.4% as
compared to  other machine learning algorithms. It
can work efficiently on huge data. Improves profit by
pruning the reason for churn. Helps in decision
making with the help of useful insights.

Machine learning is a computer system’s method of
learning by way of examples. There are many machine
learning algorithms available to users that can be
implemented on datasets. Churn Prediction ways: To
utilize the resources, identify the hotspots of churns
and allocate vigilante resources such as customer
satisfaction, requests, wants etc. reschedule patrols
according to the vulnerability of a churn. Through that
we avoid churns and ensure better visualization
through avoiding happening churns such as customer
loss, attrition etc.

The data set collected for predicting churn is split into
a Training set and a Test set (Figs. 3 and 4). Generally,
8:2 ratios are applied to split the Training set and Test
set. K-Nearest Neighbor (KNN), Random Forest, and
Decision tree algorithms are applied to the training

set via data model to get the accurate result, which
leads to perfect prediction.

It creates cells to freely to explore the given data so that
it should not perform too many operations in each cell.
One option is, that it can take with this is to do a lot of
explorations in an initial notebook. These don’t have
to be organized, but make sure you use enough
comments to understand the purpose of each code cell.
Then, after done with your analysis, create a duplicate
notebook where it will trim the excess and organize
steps so that you have a flowing, cohesive report and
make sure that informed on the steps that are taking in
your investigation. Follow every code cell, or every set
of related code cell, with a markdown cell to describe
to the reader what was found in the preceding cell.

Churn forecasting or predictive policing is based on
large amounts of data collected from previous
customers. It uses algorithms and other methods to
help banking sectors to handle and share observations
so that better early warning systems can be created to
ensure more satisfaction to customers.

Churns such as customer dissatisfaction, loss, and
much more can be predicted through churn patterns
within a neighborhood or community to better prevent
churn in the future or locate resources in much-needed
sectors to handle churn it occurs.

The well known supervised machine learning
algorithm is K-Nearest Neighbor. It does the closest K
number and gives the common class as prediction.

One of the best supervised machine learning
algorithms is Logistic Regression used to predict the
target variable. In this algorithm, there are only two
possible classes known as dichotomous variables.
That the dependent variable is denoted as a binary
value.  That binary value  will be denoted as 1 when it
is a success or yes and denoted as 0 when it is a failure
or no.

Fig. 4. Architecture of Proposed Model

Fig. 5. Customer’s age range by their account status
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One of the famous machine learning algorithms is
Random Forest which also belongs to the supervised
learning algorithm. These random forest machine

Figure 7 shows the accuracy of the machine learning
algorithms like decision tree algorithm,  K-Nearest
Neighbor (KNN) and Random forest.

CONCLUSION AND FUTURE WORK

The analytical process started from data cleaning and
processing, missing value, exploratory analysis and
finally model building and evaluation. The best
accuracy on public test set is found out. This brings
some of the following insights about churn rate. It has
become easy to find out relation and patterns among
various data. It mainly revolves around predicting the
type of churn which may happen if we know the
location of where it has occurred in the credit card
department. Using the concept of machine learning
we have built a model using training data set that have
undergone data cleaning and data transformation.
Data visualization generated many graphs and found
interesting statistics that helped in understanding
customer churns datasets that can help in capturing
the factors that can help in keeping customers safe.
Credit card department wants to automate the detecting
of the churn from eligibility process (real time) based
on the churn rate of areas. In future, we can develop
some web applications and applications related to
desktop to broadcast the predicted results. In Future,
this work can be modified by using Machine Learning
models for Forecasting churn, as the data points will
sufficiently increase to apply ML models and increase
the accuracy of the predictions.
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Method Accuracy

Decision tree algorithms 92%
K-Nearest Neighbor (KNN) 93%
Random Forest 96.40%

Table 1. Algorithms and their accuracy

Figure 5 shows the Customer’s age range by their
account status from the dataset of the e-commerce. Here
the age-wise processing and cleaning happened.

Fig. 7. Comparison table of the algorithms

Figure 6 shows the Customer’s credit limit relationship
with average utilization ratio from the dataset of the e-
commerce. Here the Customer’s credit limit
relationship with average utilization are processed and
cleaning happened.

Table 1 gives the accuracy of the machine learning
algorithms like decision tree algorithm,  K-Nearest
Neighbor (KNN) and Random forest.
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